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Abstract— The network quality of service (QoS) and the Il. RELATED WORK

congestion control of the transport protocol are important pa- . : . ~
rameters for the performance of a network data transfer. To this There are several techniques to achieve higher overall re

end, routers use various queue policies for packet dispatahg, SOUrce utilizat_ion and/or to adt_;lpt the application r_eqnhsats
and all of them must deal with packet drop. We propose a new to the dynamic network conditions. Some techniques act on

algorithm for packet drop in routers. Given that a packet drop the host side, such as the congestion control of TCP [1]rsthe

wastes all the network resources it has already used, we propose o the router side. In the following we focus on techniques
a new policy which favors packets with higher distance from on the router side

source. It can be simply integrated on top of tail drop or RED .
(with or without ECN) queue policies. Simulations with NS2 siow Furthermore, some techniques are content-based [4]. For

that long flows are indeed favored compared to short flows, and €xample, in an MPEG video streaming flow, routers recognize
lead to higher overall resource utilisation without sacrificing TCP  the type of frames (I, P or B) and try to prevent | frame
fairmess. dropping (which are critical, since P and B depend on 1).
Several techniques which are not content-based exist. Some
of them use various scheduling algorithms, such as FQ (Fair
TCP is a reliable protocol [1]. This reliability is achievedQueue) and WRR [5] (Weighted Round Robin).
through retransmission of lost packets. Additional trafic ~ Others use various queue management policies, such as
thus generated, leading to sender-side congestion windB®&D and its derivatives. Cisco’s WRED [6] (Weighted RED)
reduction, hence throughput reduction and greater traassom  includes IP preference in RED by providing separate thresh-
times. olds and weights for different IP addresses. DSRED [7]
TCP congestion control is crucial to avoid the saturatiofpouble Slope RED) improves the performance of RED by
of various types of equipment between the source and tghamically changing the slope of the RED probability curve
destination. If a distant TCP flow makes a router enter cofs a function of the congestion level.
gestion, there will be an ejection of packets. When a packet i [8] and [9] use NS2 to validate their proposition. In [8]
ejected, it requires retransmission, hence it has unnadiyss several queue sizes with different parameters are used when
used physical resources. the queue is scarcely filled, leading to a faster RED prongssi
Our proposition, DDRED (for Distance-Dependent REDMRED (Modified RED) [9] optimises RED for bursty traffic.
consists in eliminating packets having consumed fewer phys In best-effort networks, equipments do their best to delive
ical resources and thus coming from sources nearer to fhckets, but there is no guarantee that they will arrive at
congested router. By eliminating the packets from this seur destination, neither can one be sure of the time they wik tak
retransmission is faster. to arrive. DiffServ [10] is a method which tries to guarantee
The TTL (Time To Liv§ field in the IP header [2] already @ Q0S on such networks, by dividing traffic into groups with
contains information about how far the source is from théifferent priorities on routers.
actual router. But this field may be initialized at wish by the AECN [11] (Adaptive ECN) adds to the TCP header a field
sender [2], hence the initial TTL value cannot be known bgontaining information about thRTT of a flow. The field is
routers. Therefore a method to measure the distance isysimp#t by senders and read by routers. Routers have a set of RTT
to add two fields in IP header giving the initial TTL and it§anges and corresponding flow sub-queues. Each packet is put
value when the packet reaches the destination (partigulaift the appropriate sub-queue, based on its RTT. Unfortlate
useful in multi-path routing). Packet management is perfet  the RTT gives the return time and isdependentof the
by queue policies in routers. DDRED is the implementation d#cation of the packet in its trip, while in DDRED the distanc
our mechanism in RED policy [3] (Random Early Detectiongives the number of routers (resources) involug to the
but it can be integrated into other policies, such as taipdrorouter which would drop the packet.
In this article, we present NS2 simulatidrdone on RED. .

|I. INTRODUCTION

B ACKGROUND

1The simulation scripts can be foundkett p: / /i f c. uni v-fconte. We h_ere present a few c_ongestmn control mechanisms
fr/~linck/ddred. concerning our study: DropTail, RED and ECN.



Mark . .
prok?a:bility pears. It involves the sender, the receiver and RED routers.

short, routers, when congested, mark some bits in the |Pehead
of packets instead of dropping them, and forward them to
the network. The destination marks its packets for the sgurc

which thus becomes aware of the congestion.

More precisely, it works as follows: the decision as to
whether to use or not ECN is initiated by the sender during
= — - = ‘ connection initialization. If all the involved network cqo-

min max max ful e filing nents (source, routers etc.) agree, the transfer is EChidbas
During data transmission, a router may process an ECN
Fig. 1. The probability of marking a packet in the RED policy. packet and a non-ECN packet differently. This difference
appears only for RED routers, when the queue size is between
. o thmin andthy,... In this case, a non-ECN packet is rejected
A. DropTail and RED Router Policies based on a probability (see previous section), while an ECN

Routers may become congested. In such cases, some pagbatket is marked andddedto the queue (based on the same
must be dropped from the input queue(s). Several policiiss exprobability). When the destination receives a marked piacke
in order to decide which packets will be rejected. Two veriy marks eachof its packets to the sender. Finally, when the
common such policies are tail drop and RED [3]. sender receives a marked packet, it enters the congestise ph

1) Tail drop policy: In tail drop, a new packet is rejectedby reducing its flow rate and informs the receiver to stop
if and only if the queue is full. It is a very fast decision andgending marked packets.
hence it is suited to backbone routers.

2) RED policy: The aim of the RED (Random Early
Detection) [3] policy is twofold:

« to preventcongestion, as a long-term filling of queues;

IV. ADAPTIVE PRIORITY MECHANISM

In a point of the network, we define the distan¢e of a
packet as being the number of routers between this point and
. ) the source of the packet. If a packet is to be eliminated, it is
* ft the same t'mﬁ t(i ?Howft.n.e us%al TCP's bursts of traﬁ'ﬁreferable to eliminate a packet with a smallvalue and to

0 pass, as a short-term Hiling of queues. keep the packet with a largg. value. We use this distance to

For each packet, RED measures the average queue sizedi@\,ebp new types of queue management policies.
the last N laps of time (e.g. last 2 seconds), hence it is an

AQM-based (Active Queue Management) policy. The use 6f Principle
the average, and not of the instantaneous queue lengttvsallo Bearing this in mind, we can use the TTL field of 8 bits
the router to absorb bursts of traffic. of the IP header [2]. The TTL is the lifespan of a packet
RED uses two variables:thy,;, and thm.,, with in a network, a kind of expiry date. Each time the packet
0 < thmin < thmax < full, wherefull is the maximum queue enters a router, its TTL is decremented, and when it reaches
size. As shown in figure 1, when the average queuegize the critical value of zero, the packet is destroyed, evet if i
is smaller thanth,,;,, the new packet is added to the queudias not yet reached its destination. This field is initialize
When the average queue size is betwsep, andth,,.y, the Wish by senders [2], and its initial value cannot be known by

new packet is marked with a linear probabiljty routers. Therefore, we need our own IP fields, implemented as
IP options for example. We present two methods to implement
_ Gave — thmin 1) these fields.
p pmax X ( ) . . .
thmax — thmin The first methods to take into account the distande.

wherepn.x < 1. When the average queue size is greater thdhis can be done using one additional field in the IP header:
thmay, the packet is always marked. In the gentle variant &fe initial TTL (I'T'L;). TTL; is set in each packet with the
RED [12], used for our experiments, the probability incemasinitial value of the classical TTL field of theourcemachine.
linearly from pnax to 1 when the queue filling varies fromBy computing the difference between this new field and the
thmax tO twice thy,x, as shown in the figure. TTL read on the router, we can determine that the distance
In pure RED, the marking means deletion. See the nekt=17L; — TT'L covered by the packet.
section for the meaning of the marking when the ECN The second method to take into account the percentage
mechanism is used. of the route covered. It involves two field871'L; andTT Ly,
The RED policy has the advantages of reducing congestidi¢ latter (final TTL) being set with the TTL read on the
and maintaining a reasonable queue size. On the other handi@stination of the previous packet. In case of multi-path
it uses CPU resources, it slows down the router and increat@gting strategy over the network tfel'L is the distance of

the latency, hence it is suited to edge routers. the longest path used between the source and the destination
] (I'TLy of the very first packet, SYN, is not set.)
B. ECN Mechanism As the second method requires more resources (CPU time

ECN (Explicit Congestion Notification) [13] is a mechanisnand one more byte in the IP header), we choose here the first
allowing TCP senders to be notified when a congestion amethod in our simulations.
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to be dropped. We implement our mechanism in two common O e e s e o

gueue management policies used in routers: Simulation run (Sr)
Tail Drop queue typeThe characteristid, of an arriving

packet and of the las¥ packets of the queue can be compared.

The one whose distance is smaller, therefore pertainingdo t

flow having thg nearer source, is rejected, whereas the otheg) Results: Figure 3 presents the number of lost packets
is put at the tail of the queue. during the entire simulation. The average number of lost
RED queue typeln this policy the decision of packet packets isLrzp = 2724 and Lpprep = 3160. It shows
ejection (leading the router to a congestion state) is basg@t there are more losses with DDRED. Having more losses
on a probability computing as presented in section NIV not a bad thing. What is important is not that a packet
do not change the formula but only the packet to which thjg |ost but that it has consumed resources (router processor
probability applies. When the probability requires draypihe  5nq handwidth), for example a packet lost at the 10th router
packet, the router searches the queue for the nearest paﬁbﬁﬁpared to 3 packets lost at the second router.
(smallestd,) and drops it instead of the incoming packet. 15 measure the resources consumed, for each distance
For ECN flows the same mechanism applies, by exchangiggyeredd, the number of packets logt, is totalled and then
a dropped packet for a marked packet. the number of losses is weighted by their respective covered
distance:

Fig. 3. Bus topology, number of lost packets.

V. CASE STUuDY

drmax

For our simulations, we use Network Simulator version
2.29. We create a patch which changes the ejection policy in S = Z (dr x La) @
the RED algorithm as presented before. For more reliapility dr=1
each case study (namett,, for Simulation runn) has been  Figure 4 shows an example of loss repartitibp(d) for
simulated with different initial random seeds (from 0 to ,10)ne of the scenarios. As seen, DDRED lost packets are drawn
giving different scenarios. Each scenario is simulateccéwinearer to the source of the transfer. Figure 5 shows the sum
with the same initial conditions (transfer size and transféor each simulation rurr,,. We thus save space in the router
starting time): in the first one, all routers implement theDRE queue or "slots” (a slot is the space of one packet with averag
algorithm and in the second one the DDRED algorithm.  size in the queue). The average consumed slot number is
All the routers use either the RED policy or the DDRED oneeduced fromSrgp = 5418 t0 Spprep = 3259.
and we compare the results based on the following criteria: Figure 6 presents the sum of all transfer times for each

. packet losses, which give information about networR”»- The sum qf the _transfer times (gifference betwee_n the
resource utilization, last packet received timé.,.q and the first sent packet time

. transfer times, because they are visible to all users. Weesin) Of the 100 flows is given by:

suppose each connection independent. 100
Tsr. =Y (tend; — tbegin;) where 0 < j <12 (3)
A. Bus network " ; - o

1) Network topology:The network is shown in figure 2. Generally, it is smaller and shows on average a profit for
All the links between workstations and routers and betwe®DRED of 2.5% (rrp = 3196 s andTpprep = 3125 S).
routers have a bandwidth of 10 Mbits/s. 100 FTP transferphe saved slots in the DDRED gueue on router are free for
based on TCP New Reno, are created in a period of @her flows which advance faster.
seconds and the simulation stops when all the transfers are o )
completed. The source and the destination of each of th&se Flower network”, realistic simulation
flows are randomly selected among the workstations. The sizel) Network topology:In order to have a more realistic
of the data transferred is randomly selected (but reprddieici scenario, we decide to create a simple schematization af it,
between 100 KB and 6 MB. "flower” network (see figure 7). According to a small study of




@ Router

Fig. 7.

"Flower” backbone topology.

RED
DDRED -------

2500

2000

1500
1000
500

s19oed 1s0]| Jo JaquInN = p

Distance d between source and destination

XX

VLSO LGSO 0.9.9.9

R R R RIS

11

R

KX

%%

LR

,,,,, R RRERRRRRRRRRRRRRARRA

R
R R RRRRRRIRRRRRRRLRRRLRIII]

R R R RRRRRRRRRRRRRRRRRRRRRRRRRRRER]

RRRRRRRRRLIRRRRERRRRRRRR]

60000

Fig. 4. Bus topology, loss repartition for a simulation rusv¢).

50000 -

sjxoed 1s0|

JO JoquINN = 7

4]
5]
S X~
Q
@
o
@ 4=
%]
o
® S
-
= [
~ 0 Q
. £
2 >
© § =
-
E]
o E o
2] o
Q
o
< =
i
[
-
L
o~
o
- f=y
Lo

the xDSL backbone of a providemost of these networks are

R R RRIRRRRRRRRRRREEN

aouelsIg X s19xoed 1so] =S

built around a center core where several loops are connected
These loops are composed of a small number of routers. The

number of losses weighted by their delistance. aim of the closed loop is to have a fault tolerance.

Simulation run (Sr)

Fig. 5. Bus topology,

We considered a flower with five loops with eight routers

on each of them. As in the bus network

only one workstation
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first minute and the simulation ends at the end of the last

transmission, as in the first one.

RS

48083 to LpprED

In figure 9, the number of used "slots” with these queue

2) Results:Here only the results which differ from the pre-
vious simulation are presented. Figure 8 presents the numbe
policies is on averagfrrp = 152595 t0 Spprep = 78683

of packets lost. Contrary to the bus network, fewer packets

are lost, approximately 22% e p
37402 . This is due to the form of the network which leads to

fewer congested routers.
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packets. With DDRED, the saved “slots”, therefore avadabl
for other flows, can grow up to 50% compared to RED.

11

10

Simulation run (Sr)

The sum of the transfer times is on average 6% smaller (see

figure 10, wherél'rgp = 41383 s andTpprep = 38945 S).

Bus topology, sum of transfer times.

Fig. 6.
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Each link has a latency of 1ms and a bandwidth of 10Mb/s.
Two TCP connections, from PCs1 to PCd, and from PCs2 to
PCd, start at 0s. The time interval taken into account is from
second 0 to second 10 (arrival time), and data size is infinite
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B. Discussion

Given our TTL-based algorithm, PCs1 always has priority
over PCs2 on R2.

Stage 1:both connections exist in the queue. When R2
becomes congested, PCs2 decreases its sending rate, dut PCs

continues to increase its rate regularly. This happens tinati
1 rate of PCsl1 exceeds the R2 processing speed.

Stage 2:only PCsl exists in the queue. Now, a packet
of PCs1 will be rejected. So PCsl reduces its sending rate,
allowing PCs2 to increase its throughput, but PCs2 is faster
Go to stagel.

. . Result of stages: because of its higher RTT, PCs1 cannot
Not all the transfers are faster, but on average time is savgﬂ/vays obtain most of the bandwidth

as shown in figure 11. 237 flows are better and 214 flows A%\ hen the difference of RTT is small. PCs1 is much less
worse compargd to RED.' The surface of the better flows 2nalized and, when penalized, recovers almost as fast as
11362 (mean difference time x number of better flows) and t s2. This situation is clearly favorable to PCs1, but itsdoe
surface of the worst is 8142 (mean difference time x numbﬁ t '

f f DDRED ai 4 distributi £ th lead to PCs2 muting. Simulations below show that PCs2
ot worse OWS)’. S0 gives a good distribution ot thie,, o) gain 15% of bandwidth in such an unfavorable case.
winning and losing flows and it has a better global profit.

When the difference of RTT is high, PCs1 needs more time
to recover from the error of Stage 2, enough time to allow

) ) ) PCs2 to send many packets, even more than PCsl. (This is
This section presents a study on the fairness of competiggacerbated by the fact that packets are marked from up to

TCP flows. Unlike RED, DDRED does correlate losses, singgtom, hence PCs2 is not informed immediately about the
it always chooses the shortest connection to remove packgishgestion and has time to send even more packets.) This
However, this flow is the fastest in packet loss recoverycihi sityation, where intervals of PCs1 higher than PCs2 (stage 1
reduces its disavantage. Moreover, unlike tail drop, Buest anq PCs2 higher than PCsl (stage 2) alternate, is shown in

losses are avoided, because of the use of RED probabilify,re 12, obtained by the simulation presented below.
DDRED can be thought of as between tail drop and RED. . .
C. Simulations
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VI. DISCUSSION

A. Network topology Several simulations have been done, with latency of the link
Suppose the following test network, R2 using DDRED: PCs1-R1 varying from 1ms to 200ms. Table | presents some
PCs1 --- Rl --- R2 --- PCd results shown as a ratio throughput PCs1 / throughput PCs2.

| To compare the fairness of DDRED to RED, the ratio of
PCs2 bandwidth between the two flows is shown in figure 13. The



1.1e+06

\ " long comection —— fairer (i.e. the ratio between flows is nearer to 1) than RED,
1e+06 A but also has a higher throughput.
00000 \ VIl. CONCLUSIONS ANDPERSPECTIVES
o Y L N During congestion, routers drop packets, independently of
s i S \V x/ \;,«‘ VN the queue policy. When a packet is dropped, all the network
% 0000 [ \/ ’,' / 7 resources it has consumed avasted This article proposes
£ soooo0 [\ St V% a new algorithm of packet drop on routers which takes into
400000 \ / v account the path covered by a packet up to these routers.
o000 \ Packets far from their sources are favored compared to macke
. near _thel_r sources. The solution we propose is based on a
modification of the IP packet management by the routers

100000
0

1 2z 3 4 s s 7 8 9 1 during congestion. It is based on an adaptation of the flow
e priority according to the position of its source in the netiwo

Fig. 12. The two flows have alternatively the highest thrqugh(DDRED, Simulations in NS2 of this algorithm in RED have been

latency=20ms). carried on various networks. They show that with the new al-

gorithm the bandwidth of a favored flow does indeed increase

Latency PCs1-R1 (ms) 1 20 50 100 mpared to other flows. Moreover, as packets from long path

RED throughput (KB/s) 599/641 235/998  171/1025 123/1 99 P ) ' P gp .

DDRED throughput (KB/s) ~ 1024/198  577/625  449/686 128/1§%'V3 are favored, we globally save network resources. This
TABLE | leads to higher global bandwidth, hence higher average flow

COMPARISON BETWEEN RESULTS ORED AND DDRED SIMULATIONS. bandWIdth’ without sacrmcmg the TCP fairness.
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